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T he Coupled Model Intercomparison Project  
 (CMIP) coordinates the comparison of compre- 
 hensive climate models and has its roots in 

earlier model intercomparisons, such as the Atmo-
spheric Model Intercomparison Project (AMIP; 
Gates 1992; Gates et al. 1999). CMIP has contrib-
uted to the evolution and progress of climate science 
since the mid-1990s, when it was first organized by 
the World Climate Research Programme (WCRP) 
Working Group on Coupled Modelling (WGCM). 
The objective of CMIP is to design coordinated global 
simulations of the coupled climate system and make 
available a wide range of model output to advance 

understanding of past, present, and future climate 
variability and change. This paper describes factors 
influencing the experimental design of CMIP6 in the 
context of the historical development of CMIP as a 
whole, and as briefly reviewed below.

In the first two phases of CMIP (CMIP1 and 
CMIP2), the experimental design was simple. It 
encompassed a long control integration where no 
interannual changes in radiative forcing were allowed 
and an idealized simulation where atmospheric 
carbon dioxide (CO2) concentration increased at 
a rate of 1% per year (doubling near model year 
70). Idealized studies like these remain at the 
heart of CMIP because they allow differences in 
model responses to be better understood. This 
understanding is a foundation for confidence in 
model projections of future climate change. Results 
from the early CMIP simulations were analyzed 
through specially created subprojects designed to 
engage in targeted analyses (Meehl et al. 1997, 2000, 
2005). As CMIP evolved, the suite of experiments 
grew to include a twentieth-century simulation and 
more detailed and elaborate projections for future 
changes in climate forcers, in addition to more 
idealized simulations developed to understand better 
specific climate processes.

CMIP3 marked a paradigm shift in the climate 
science community by making model output from 
state-of-the-art climate change simulations broadly 
accessible by the scientific community at large (Meehl 
et al. 2007). This resulted in an explosion of scientific 

The scientific gaps identified in the fifth phase of the Coupled Model Intercomparison 

Project (CMIP5) that guided the experiment for its next phase, CMIP6, are identified.
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results based on multimodel ensembles of simula-
tions, and it helped establish the concept of robust-
ness as part of the climate modeling lexicon (Held 
and Soden 2006). The broad availability of model 
output also enabled its use beyond the traditional 
climate modeling community. Various communi-
ties, including those who study the impact of climate 
changes from a variety of perspectives, contributed 
to this expansion of the science.

The intermediate but not widely known CMIP 
phase (called CMIP4 by the WGCM committee) 
modestly supplemented the experiments performed 
in CMIP3 with, for example, single-forcing experi-
ments that held all but one of the twentieth-century 
forcings fixed. These types of experiments have 
become the cornerstone of detection and attribution 
(D&A) studies. An additional rationale for CMIP4 
was to align the numbering of the CMIP phases with 
the IPCC assessments. Not having a major CMIP 
phase labeled CMIP4 also avoided unnecessary 
confusion with the existing model intercomparison 
project (MIP)—the Coupled Climate–Carbon Cycle 
Model Intercomparison Project (C4MIP), a carbon-
focused activity.

The next major phase was CMIP5 (Taylor et al. 
2012), which built upon CMIP3 and included more 
idealized process- and feedback-oriented experiments 
and output to facilitate understanding of the climate 
system (Fig. 1). It also was designed to address the 
physical mechanisms through which the climate 
system responds to changes in external forcing in the 
context of internally generated climate variability, 
including extreme conditions of the more distant 
past (Braconnot et al. 2012). New for CMIP5 were 
experiments that enabled investigation of the fast 
climate responses to perturbed atmospheric CO2 
concentrations (Taylor et al. 2012) and the impact of 
atmospheric chemistry on climate (Lamarque et al. 
2013), troposphere–stratosphere interactions (Eyring 
et al. 2013), and carbon–climate interactions (Arora 
et al. 2013; Friedlingstein et al. 2014) and feedbacks, 
as well as idealized model configurations used, for 
example, in the aquaplanet experiment (Stevens and 
Bony 2013). For the first time, the suite of experiments 
was divided into “near term” and “long term” time 
horizons (Fig. 1). The long-term simulations used the 
traditional method of starting twentieth-century and 
twenty-first-century experiments from a preindustrial 
control run. The near-term experiments included new 
types of simulations in which climate models were 
initialized with observations of the climate system 
at specific times, starting in 1960, allowing for more 
detailed analysis of predicted changes in the next 

few decades, which defined the new field of “decadal 
climate prediction”(Meehl et al. 2009; Smith et al. 
2013). Yet another innovation within CMIP5 was 
the adoption of a new approach to specifying future 
scenarios by defining representative concentration 
pathways (RCPs; Moss et al. 2010) developed in col-
laboration with the integrated assessment modeling 
community (Kriegler et al. 2012).

In the early years of CMIP (and of its predecessor 
AMIP), the Program for Climate Model Diagnosis 
and Intercomparison (PCMDI; http://www-pcmdi 
.llnl.gov/projects/pcmdi/) largely provided the project 
management and infrastructure support for CMIP. 
PCMDI helped champion the establishment of well-
defined experiment protocols and data standards, 
and it hosted several of the early CMIP data archives 
that facilitated access to and analysis of multimodel 
output. PCMDI continues to be a key supporter 
of CMIP, but responsibility for CMIP is now more 
broadly shared across the community through 
what is known as the Earth System Grid Federation 
(Williams et al. 2015).

Over the last two decades, CMIP has expanded 
and evolved, and the demands it places on modeling 
groups have also grown. The CMIP Panel, a subgroup 
of WGCM, traditionally has the responsibility for 
direct coordination and oversight of CMIP and has 
defined phase 6 of CMIP (i.e., CMIP6) in consultation 
with the climate science community (Eyring et al. 
2016b). During the last few decades, the climate mod-
eling community itself has also evolved. In the early 
years, most model analysis was carried out within or 
in collaboration with individual modeling groups. 
Today, modeling centers develop models and more 
routinely release state-of-the-art model output for 
public scrutiny. Because much of the analysis takes 
place outside of the modeling centers, the planning 
phase for CMIP now involves both climate modeling 
groups and the community of scientists analyzing re-
sults. Thus, CMIP plays an important role in helping 
these groups to exchange insights. Though the CMIP 
Panel’s goal is to define and coordinate the CMIP ex-
periments and to provide model output that can effec-
tively address compelling climate science questions, 
in the end it is the individual modeling groups—not 
the CMIP Panel—that consider the list of experiments 
and requested output and decide which subset of the 
CMIP experiments to run and what subset of their 
model output is made public. Likewise, the climate 
research community at large decides what aspects 
of the model simulations will be analyzed. These 
important aspects of CMIP are often misunderstood 
by people unfamiliar with how CMIP is organized 
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Fig. 1. Schematic summary of CMIP5 long-term experiments with tier 1 and tier 2 experiments organized 
around a central core. Green font indicates simulations to be performed only by models with carbon cycle 
representations. Experiments in the upper hemisphere are suitable either for comparing with observations or 
for providing projections, whereas those in the lower hemisphere are either idealized or diagnostic in nature 
and aim to provide better understanding of the climate system and model behavior. Figure taken from Taylor 
et al. (2012). Hindcasts are model predictions of past climate changes. AC&C4 refers to the atmospheric chem-
istry and coupled climate–carbon cycle. E-driven is short for emission-driven ESM model runs. LGM is the Last 
Glacial Maximum (about 21,000 years ago).

and coordinated. CMIP’s central goal is to advance 
scientific understanding of the Earth system and to 
be a valuable resource for national and international 
climate assessments, including the Intergovernmental 
Panel on Climate Change (IPCC).

Planning for CMIP6 started in 2013, again 
building on the previous phases of CMIP. Experi-
ence has shown that the analysis of model output 
from earlier phases of CMIP is an ongoing process 
without a specific end date. Planning of a new CMIP 
phase needs to begin even though the previous phase 
has not yet completed, so that the lessons learned are 
fresh and the infrastructure needed to support CMIP 
remains intact. An important part of the planning 
process is surveying community needs. Over the past 
two years, this has taken place in a variety of ways, in 
part through feedback solicited by an initial proposal 
for the design of CMIP6 (Meehl et al. 2014) and also 
as a result of a user survey taken by the CMIP Panel.

The purpose of this paper is to identify science 
gaps highlighted through this process of community 
input with a special focus on the user survey. The 
“Lessons from CMIP5 and a path forward” section 
summarizes the main findings of the user survey 
that is used as a basis to provide an outline for a brief 
discussion of the scientific gaps that are identified 

and presented in the “Scientific gaps and recom-
mendations for CMIP6” section, and the “Summary 
and discussion” section closes with a summary and 
outlook.

LESSONS FROM CMIP5 AND A PATH 
FORWARD. A questionnaire was developed by 
the CMIP Panel in late spring of 2013 and was sent 
to the climate modeling groups that participated 
in CMIP5, the various MIP chairs active in 2013, 
the cochairs of WCRP and related International 
Geosphere–Biosphere Programme (IGBP) working 
groups, the Integrated Assessment Model (IAM) 
groups, the Earth System Grid Federation (ESGF) 
data providers, and members of the Climate Services 
Partnership Coordinating Group, as well as to many 
IPCC Working Group I authors. Preliminary results 
of this survey were presented during the summer 
of 2013 at meetings at the Energy Modeling Forum 
in Snowmass, Colorado; the Aspen Global Change 
Institute (AGCI) in Aspen, Colorado; and the WGCM 
meeting in Victoria, Canada, in the fall of 2013 (see 
template and presentations under “CMIP5 Survey” 
at www.wcrp-climate.org/wgcm-cmip/wgcm-cmip6).

An important finding of the survey is that CMIP 
should focus strongly on specific science questions. 
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To achieve this goal, CMIP needs to create a scien-
tific framework for a set of coordinated multimodel 
experiments designed to increase our understanding 
of the climate system. At the same time CMIP needs 
to remain relevant to the broader climate change 
community.

To help emphasize the opportunities to advance 
scientific understanding, the survey recommended 
CMIP6 focus on three broad scientific questions, as 
outlined by Meehl et al. (2014):

1) How does the Earth system respond to changes 
in forcing?

2) What are the origins and consequences of system-
atic model biases?

3) How can we assess future climate changes given 
internal climate variability, predictability, and 
uncertainties in scenarios?

In the following section, using this framework and the 
results of the survey, we briefly summarize the main 
scientific gaps found in CMIP5 that influenced the 
design of CMIP6 (Eyring et al. 2016b).

SCIENTIFIC GAPS AND RECOMMENDA-
TIONS FOR CMIP6. How does the Earth system 
respond to changes in forcing? The question of how the 
Earth System responds to changes in forcing contin-
ues to be raised as the critical issue to advance climate 
understanding by those surveyed. Often this question 
is simplified into a single metric, such as the equi-
librium climate sensitivity (e.g., Gregory et al. 2004; 
Andrews et al. 2012), which is defined as the change 
in global mean surface temperature at equilibrium 
that is caused by a doubling of the atmospheric CO2 
concentration. As noted earlier, CMIP has designed 
idealized experiments to highlight and understand 
differences in climate model response to a given 
common change in radiative forcing. The experi-
ments forced by an abrupt doubling or quadrupling 
of the CO2 concentration in the atmosphere and the 
simulation forced by a 1% per year CO2 increase are 
examples of these types of experiments. Indeed, 
understanding differences and the spread in climate 
models’ responses is part of nearly all of the CMIP 
experiments, and this continues to be an important 
science question addressed by CMIP6.

A related science gap in CMIP5 identified by the 
survey is how estimates in radiative forcing resulting 
from human (emissions, land use changes, etc.) or 
natural (solar changes, volcanoes, etc.) causes can 
be best quantified. Poor estimates of the forcings 
can hinder understanding of the causes of different 

model responses to those forcing changes. In Working 
Group 1 of the IPCC Fifth Assessment Report (AR5), 
a concept called the effective radiative forcing (ERF) 
was extensively used (Boucher et al. 2013; Myhre et al. 
2013). It extends the traditional idea of stratospheric 
adjustment to also allow tropospheric conditions 
to adjust to the change in atmospheric composi-
tion while, ideally, the surface temperature does not 
change; as such, these adjustments are related to the 
fixed sea surface temperature (SST) simulations in 
Hansen et al. (2005). As noted by Myhre et al. (2013) 
and Chung and Soden (2015), calculations of the 
radiative forcing (RF) and ERF can differ from each 
other, and the differences in estimates of radiative 
forcing among models can be large.

As reviewed by Sherwood et al. (2015), different 
methods have been proposed for diagnosing the 
effective radiative forcing. But to understand the 
differences in the forcings that are eventually diag-
nosed by these methods, it is important to include 
more detailed radiative forcing calculations through 
multiple calls to the radiative transfer code, leaving 
in or out one or the other constituent through the 
course of some simulations (Ghan 2013), and through 
extensive offline comparisons of radiative transfer 
calculations themselves.

Another issue related to forcings is found in the ter-
restrial modeling community, where various physical 
and biogeochemical processes are actively incorpo-
rated into the land components of Earth system models 
(ESMs), but this development still lacks a common 
framework for intercomparison. Though coordinated 
time-evolving land-use/land-cover changes were in-
cluded in the CMIP5 model experiments, the terrestrial 
components of ESMs used in CMIP5 were quite differ-
ent from each other in how they modeled the various 
biological and ecological processes associated with 
biome type and plant growth and dying and how they 
handled changes in land use associated with human 
activities. This led to severe difficulty in evaluating the 
land components against observations and each other. 
Ciais et al. (2013, p. 504) concluded, “Broadly, models 
are still at their early stages in dealing with land use, 
land use change, and forestry.” More quantitatively, 
Pongratz et al. (2014) showed that up to a factor-of-2 
difference in estimates of land carbon emissions can be 
attributed to the lack of a coordinated terminology. As 
climate models become more comprehensive, CMIP6 
has encouraged the development of model intercom-
parision projects designed to specifically address these 
past issues, wherein different components have been 
added without adequate attention devoted to a strict 
quantification of what was done.
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In summary, a science gap in CMIP5 is the sur-
prisingly poor quantification of radiative forcing in 
climate models. Without reliable forcing estimates, 
it is very hard to compare the response of models 
to changes in the forcings. This gap is particularly 
notable in the radiative forcing estimates for short-
lived atmospheric species, such as aerosols, but 
it increasingly applies to other components (e.g., 
the land surface) as ESMs become more and more 
complex.

What are the origins and consequences of systematic 
model biases? Climate model simulations, when com-
pared to observations, reveal a wide variety of errors 
on various time and space scales (Flato et al. 2013). 
Some of these errors have been evident for several 
decades (prior to the first IPCC assessment in 1990) 
and together have been called “systematic model 
biases.” Though an ongoing effort has been devoted 
to reducing or eliminating these biases, such work is 
often subordinated to the more exciting, easier, and 
often more rewarding job of expanding the scope 
of modeling. As a result, systematic biases remain a 
major climate modeling challenge.

The impact of model errors on the models’ cli-
mate response has been an important focus of CMIP 
from the beginning (Meehl et al. 1997). Particularly 
important and long-standing biases that we hope will 
be addressed within CMIP6 include the following:

1) The double intertropical convergence zone (ITCZ) 
is evident to some extent in all models (e.g., 
Oueslati and Bellon 2015). On Earth, the ITCZ 
is mainly found in the Northern Hemisphere 
through most of the annual cycle in the tropical 
Pacific Ocean. However, in models the ITCZ is 
much stronger in the Southern Hemisphere and 
often persists through the seasonal cycle.

2) The double-ITCZ problem may be related to 
problems simulating the Walker circulation and 
the associated dry Amazon bias also seen in many 
models, as well as the representation of tropical 
variability (Crueger and Stevens 2015; Oueslati 
and Bellon 2015). The dry Amazon problem is 
particularly important, as it can lead to large 
errors in the amount and type of vegetation 
growing in the Amazon and impact the land 
carbon fluxes—a cascade of tightly related errors.

3) A third error found in most climate models is 
the poor simulation of tropical and subtropical 
low clouds, particularly stratocumulus layers 
that prevail over the eastern parts of ocean 
basins. This bias is often related to the sea surface 

temperatures in the control climates being too 
warm in the eastern parts of the tropical ocean 
basins, and it appears to be related to biases in 
surface humidity and cloudiness that arise from 
a poor coupling of boundary layer processes to 
the large-scale climate state (Hourdin et al. 2015). 
This error can also impact the models’ climate 
sensitivity and transient climate response, since 
low cloud changes can greatly impact the climate 
response (Randall et al. 2007; Sherwood et al. 
2014). Boucher et al. (2013) noted that this situa-
tion had not changed in the newer generation of 
climate models used in the IPCC AR5.

4) In the ocean, a common model problem is an 
overly deep tropical thermocline. This problem 
can adversely impact the model’s El Niño–
Southern Oscillation (ENSO) simulation in both 
its magnitude and frequency (Flato et al. 2013; 
Li and Xie 2012). It can also adversely affect the 
simulation of biogeochemical tracers and associ-
ated marine ecology, and it may be related to the 
double-ITCZ problem noted above. Further, a 
too deep thermocline can impact the response of 
the model to future changes in greenhouse gases 
(GHGs) and other forcings due to errors in the 
oceanic heat and carbon uptake and associated 
heat and carbon storage.

5) A problem common to most climate models is the 
tendency to predict land surfaces too warm and 
too dry during summertime (Flato et al. 2013; 
Klein et al. 2006). This bias appears to result from 
deficiencies in the representation of land surface 
schemes and/or cloud schemes (Cheruy et al. 2014; 
Mueller and Seneviratne 2014).

6) Another common model problem is the position 
of the Southern Hemisphere atmospheric jet. 
In many models, this feature is located 5°–10° 
of latitude equatorward of its observed location 
(Russell et al. 2006a). The poor position of the 
atmospheric jet leads to poor simulation of the 
surface wind stress on the Southern Ocean and to 
errors in the vertical structure of the water masses 
found in the Southern Ocean. These simulation 
limitations then adversely impact the transient 
oceanic heat (Russell et al. 2006b) and carbon 
(Frolicher et al. 2015) uptakes of the model, as 
GHGs are increased in the model atmosphere.

These are just some examples of prominent and 
systematic model biases that have proven difficult to 
fix but which CMIP6 should target. The following 
two strategies should be fol lowed in CMIP6. 
The first strategy is to develop more innovative 
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experimentation to articulate specific processes, for 
example, the use of aquaplanets (Williamson et al. 
2013) to study factors influencing the position of the 
ITCZ (e.g., Stevens and Bony 2013), high-resolution 
approaches to study the inf luence of resolution 
on circulation features, and the more systematic 
evaluation of individual model components (e.g., 
atmosphere, land surface, or ocean). The second 
strategy is a more concerted effort to link model 
output to observations through forward operators 
(Bodas-Salcedo et al. 2011; Williamson et al. 2015; 
Yu et al. 1996) and the creation of observation-based 
datasets whose structure and metadata mirror that 
of the model-based datasets (e.g., CMIP; Teixeira 
et al. 2014), as well as more coordinated efforts to 
apply community-developed evaluation packages. 
Examples of the latter are the Earth System Model 
Evaluation Tool (ESMValTool; Eyring et al. 2016a) 
and the PCMDI metrics package (PMP; Gleckler 
et al. 2016), which are starting to be used by the com-
munity for a more routine assessment of new model 
versions, and the process-oriented Madden–Julian 
oscillation diagnostic package (Kim et al. 2014), 
which has helped many modeling centers focus more 
attention on their representation of the Madden–
Julian oscillation.

How can we assess future climate changes given 
climate variability, predictability, and uncertainties 
in scenarios? CliMate variaBility. There are several 
different aspects to this question. One is the need 
to assess natural variability when detecting or 
attributing a change in some variable of interest 
(Santer et al. 1995). A second aspect as noted below 
(in the “Decadal climate prediction” section) is 
understanding the physical mechanisms underlying 
climate variability, which is essential to successful 
predictions of climate on seasonal to decadal time 
scales, where both the evolution of the variability 
and the response to changes in radiative forcing 
are important.

As a result, clearly identifying the signal (i.e., the 
response to the forcing) and the noise (variability) 
is an important part of CMIP. Often an ensemble 
of integrations generated by a model started from 
slightly different initial conditions is requested in 
an attempt to better document the signal and the 
noise. Since the signal-to-noise ratio varies from 
variable to variable and on the time and space scales 
of interest, the number of ensemble members needed 
to clearly define the signal varies depending on the 
question being asked. To document the noise when 
the radiative forcing is not changing, long control 

integrations are needed. Both of these requests 
require more computing and archive resources.

future SCenarioS. In CMIP5, there was, for the first 
time, a direct connection between the developers of 
the future scenarios—for example, integrated assess-
ment modelers—and the modeling centers (Hibbard 
et al. 2007). In previous phases of CMIP, the uncer-
tainty in each step in the development of the scenario 
and the uncertainty of the climate model response 
were combined. In CMIP5, these two uncertainties 
were separated as part of the implementation process, 
allowing modelers in each working group to work in 
parallel (Moss et al. 2010). However, the combination 
of several mitigation actions in each RCP (a plausible 
future scenario) made it difficult to assess the costs 
and benefits of individual mitigation actions in 
CMIP5. CMIP6 will include a first attempt to address 
this issue, so that the costs and benefits of any action 
to limit GHG emissions can be more easily evaluated 
in any future scenario.

A frequent issue raised in the user survey was that 
the spread in aerosol scenarios in the four RCPs was 
too narrow. All four RCPs assume a large reduction 
in the atmospheric aerosol emissions (and therefore 
concentrations) by the end of this century (Moss et al. 
2010). Even if future changes in aerosol emissions 
might have relatively little effect on global climate 
(Stevens 2015), regional effects would still have 
important implications for air pollution and human 
health. The new shared socioeconomic pathways 
(SSPs) that will be used in CMIP6 climate projections 
will allow this gap to be addressed, since they will 
cover a much wider range of air pollutant emissions 
than the RCPs (Riahi et al. 2017).

Another issue is that the spread in model response 
and climate sensitivity remains large (Collins et al. 
2013). Further model improvements to reduce the 
uncertainty in key climate feedbacks and constraints 
of the model ensemble with observations (e.g., Cox 
et al. 2013; Hall and Qu 2006; Sherwood et al. 2014; 
Wenzel et al. 2014) will remain a challenge for CMIP6 
and beyond. There are also still many long-standing 
issues remaining regarding the use of the CMIP 
database as an ensemble of opportunity. These issues 
include the possible use of CMIP data across different 
phases (Rauser et al. 2015), an improved quantifica-
tion of uncertainties in the resulting ensemble projec-
tions, taking into account both model performance 
(e.g., Knutti et al. 2010) and model interdependence 
(e.g., Sanderson et al. 2015), and more generally 
the statistical interpretation of those ensembles for 
projections (e.g., Tebaldi and Knutti 2007).
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deCadal CliMate prediCtion. Decadal experiments 
investigate the predictability and prediction of cli-
mate on decadal time scales, starting from observa-
tions at a specific time to forecasting the evolution of 
natural, unforced variability in combination with the 
response to changes in radiative forcing (Meehl et al. 
2009). On time scales of a decade or shorter, the influ-
ence of natural variability on the model climate tends 
to be larger than the response to changes in radiative 
forcing (Hawkins and Sutton 2009), especially at 
space scales smaller than hemispheric.

Efforts to estimate what aspects of the climate are 
predictable 1–10 years into the future and in what 
regions are areas of current and active research. 
Many fundamental questions arise in such efforts 
regarding, for example, how to initialize the climate 
models, how to determine skill, and how to correct 
for biases found in the model results (Meehl and Teng 
2014; Meehl et al. 2009). Predictability on decadal 
time scales can arise from the large thermal inertia 
of the ocean, but attempts to assess the potential 
information encoded in the state of the ocean are 
hampered by limitations in the ocean-observing 
system, hindering model initialization and therefore 
the evaluation of model skill in the past. The assess-
ment of the decadal climate prediction literature 
in Kirtman et al. (2013) indicates the most skill at 
predicting temperature anomalies over the North 
Atlantic and parts of the Pacific and Indian Oceans. 
Skill diminishes beyond a few years (Branstator and 
Teng 2012), over land regions, and for precipita-
tion (Doblas-Reyes et al. 2013; Goddard et al. 2013; 
Hawkins and Sutton 2011).

In looking toward CMIP6, survey respondents 
asserted that there should be coordinated ex-
periments to better address our understanding of 
mechanisms that produce decadal climate variability. 
However, a lack of historical ocean observations for 
testing and evaluating models will continue to make 
it challenging to do so until a more comprehensive 
and higher-quality observational record is available 
(Balmaseda et al. 2013).

Another challenge is the surprisingly large compu-
tational requirements of decadal prediction. To evalu-
ate model predictions of the future, many integrations 
of past conditions are needed (hindcasts). In CMIP5, it 
was recommended that the models be initialized every 
year starting in 1960 with at least 10 member ensem-
bles for each initial year. This computational demand 
poses additional challenges and makes coordinated 
and idealized experiments targeted toward these key 
issues, without adding to the computational burdens, 
a paramount concern for CMIP6.

SUMMARY AND DISCUSSION. A perusal of 
literature based on climate results reveals the impact 
and success of the Coupled Model Intercomparison 
Project (CMIP) over the last 20 years. As a largely self-
organized activity within the international framework 
of the World Climate Research Programme (WCRP), 
CMIP has helped improve our understanding of cli-
mate variability and change, and it has made state-of-
the-art climate model simulations directly available to 
a broad international community of climate scientists 
and impacts researchers. Analyses derived from the 
CMIP multimodel database have been prominently 
featured in past IPCC assessment reports and various 
national assessments.

CMIP5 incorporated new paradigms for developing 
future emission scenarios, introduced experiments to 
explore carbon (i.e., land and ocean biogeochemical)–
climate interactions, and used high-resolution 
atmosphere-only models to provide more detailed re-
gional climate change information. The future climate 
change problem was defined by time scale in terms 
of near-term (out to the mid-twenty-first century) 
and long-term (to the end of the twenty-first century 
and beyond). The near-term time frame incorporated 
experiments from the new field of decadal climate 
prediction to explore the limits of decadal prediction 
and predictability. Also, a large range of more idealized 
experiments was incorporated to help advance under-
standing of how the Earth system responds to various 
perturbations and thus helped assess confidence and 
improve understanding in different aspects of climate 
predictions. Finally, new diagnostic tools have been 
used to facilitate the evaluation of simulated physical 
processes in models (e.g., cloud simulators).

A survey of the various parts of the climate 
community subsequent to CMIP5 and the Fifth 
Assessment Report of the IPCC revealed a number 
of challenges and gaps in the CMIP5 process. For 
example, infrastructure issues highlighted by the 
survey are now under the purview of the WGCM 
Infrastructure Panel (WIP). The science gaps identi-
fied by this process have been highlighted here. An 
important and central finding of the survey and the 
process of consultation surrounding it is that future 
CMIP efforts should focus more strongly on specific 
science questions (Meehl et al. 2014) while continuing 
to make model output available to a broad scientific 
community.

Poor quantif ication and understanding of 
radiative forcing have been a long-standing problem 
within CMIP and wil l be revisited with new 
approaches in CMIP6, including more coordinated 
representation of the atmospheric aerosol and land 
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surface processes and much more detailed online 
and off line intercomparison activities. Likewise, 
long-standing model biases—such as the structure 
of circulation systems in the tropics, both in the 
atmosphere and ocean; the low cloud simulation over 
tropical oceans; and the position of the Southern 
Hemispheric jet—should receive increased attention 
in CMIP6, as well as inclusion of a richer palette of 
idealized experiments. The problems of comparing 
models to observations when the signals are small 
relative to the natural climatic variability, as well as 
trying to understand and predict the variability on 
longer than annual time scales (see the “How can we 
assess future climate changes given climate variabil-
ity, predictability and uncertainties in scenarios?” 
section), will also be addressed in CMIP6.

The CMIP5 scientific gaps that were identified in 
a broad community survey and discussed here were 
considered in the new CMIP6 experimental design 

and scientific focus (Eyring et al. 
2016b). CMIP6 will consist of 
individual CMIP6-endorsed 
MIPs that focus on specific sci-
entific themes that are displayed 
in Fig. 2. These individual MIPs 
will build communities around 
the specific science questions 
developed within CMIP and tie 
modeling centers more closely 
to their specific science interests 
and the scientific applications of 
their output. A special issue in 
Geoscientific Model Development 
(GMD) provides detailed infor-
mation on the new experiment 
design and organization of CMIP 
and the suite of CMIP6 experi-
ments in a series of invited con-
tributions. CMIP6 looks forward 
to building on the long tradition 
of excellent science in previous 
CMIP phases, but the ambitious 
plans of CMIP6 will only be real-
ized through the committed par-
ticipation and support of a very 
large community of scientists and 
their funders.
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Fig. 2. Schematic of the CMIP/CMIP6 experiment design. The inner 
ring and surrounding white text involve standardized functions of all 
CMIP Diagnostic, Evaluation and Characterization of Klima (DECK) 
experiments, and the CMIP6 historical simulation. The middle ring 
shows science topics related specifically to CMIP6 to be addressed by 
the CMIP6-endorsed MIPs, with MIP topics shown in the outer ring. This 
framework is superimposed onto the scientific backdrop for CMIP6, 
which includes the seven WCRP Grand Science Challenges. Figure taken 
from Eyring et al. (2016b).
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